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https://home.ttic.edu/~kgimpel/wordembviz/wordembviz.html
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* We can still do backpropagation by unrolling the
network in time:




* Original encoder/decoder architecture:
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I. Sutskever, O. Vinyals, and Q. V. Le, Sequence to Sequence Learning with Neural
Networks, in Advances in Neural Information Processing Systems 27, 2014, pp. 3104—
3112.




* Original encoder/decoder architecture:
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I. Sutskever, O. Vinyals, and Q. V. Le, Sequence to Sequence Learning with Neural Networks,
in Advances in Neural Information Processing Systems 27, 2014, pp. 3104-3112.
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network

Bahdanau, D., Cho, K. H., & Bengio, Y. (2015, January). Neural machine translation by
jointly learning to align and translate. In 3rd International Conference on Learning
Representations, ICLR 2015.




* English to French
translation
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