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Consider This Problem...



Uniform Cost Search



Reminder... Search Nodes
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What We Really Want...

f (n) = g(n) + r(n)
Where,
g(n) = cost to reach node n.
r(n) = minimum cost to reach the goal, starting at n.



What We Settle For...

f (n) = g(n) + h(n)
Where,
g(n) = cost to reach node n.
h(n) = Estimate of the minimum cost to reach the goal,
starting at n.

Using f (n) to select nodes from the frontier gives us A∗.



A∗

UCS

Complete
Optimal

A∗

Complete
Optimal (If h(n) meets certain conditions)
Potentially much faster than UCS



A∗

A∗ is optimal for TREE-SEARCH if h(n) is admissible.

A∗ is optimal for GRAPH-SEARCH if h(n) is consistent.

Admissible

h(n) never overestimates the true cost to goal.

Consistent

h(n) <= c(n, a, n′) + h(n′)



Examples...



8-Puzzle
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