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Combining Evidence

Imagine two independent measurements of some unknown
quantity:

x1 with variance σ2
1

x2 with variance σ2
2

How should we combine these measumrents?

We can take a weighted average:

x̂ = ω1x1 + ω2x2 (where ω1 + ω2 = 1)

What should the weights be???

We want to find weights that minimize variance (uncertainty)
in the estimate:

σ2 = E [(x̂ − E [x̂ ])2]
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Combining Evidence – Solution

(Derivation not shown...)

x̂ =
σ22x1 + σ21x2
σ22 + σ21

σ2 =
σ21σ

2
2

σ22 + σ21



Vector-Valued State

Kalman filter generalizes this to multivariate data.

Typically the two sources of evidence are coming from:

Sensor
System Model



Linear System Models

State can include information other than position. E.g.
velocity.

Linear model of an object moving with a fixed velocity in 2d:

xt+1 = xt + ẋtdt
yt+1 = yt + ẏtdt
ẋt+1 = ẋt
ẏt+1 = ẏt

dt is time.

ẋt is velocity along the x axis.



Linear System Model in Matrix Form

This is equivalent to the last slide:

xt =


xt
yt
ẋt
ẏt



xt+1 =


1 0 dt 0
0 1 0 dt
0 0 1 0
0 0 0 1

 xt



Kalman Filter

Assumes:

Linear state dynamics
Linear sensor model
Normally distributed noise in the state dynamics
Normally distributed noise in the sensor model

State Transition Model:

xt = Axt−1 + But−1 + wt−1

w ∼ N (0,Q) (Normal distribution with mean 0 and
covariance Q)

Sensor Model:

zt = Hxt + vt
v ∼ N (0,R)



Kalman Filter in One Slide

Predict:
Project the state forward:

x̂−t = Ax̂t−1 + But−1

Project the covariance of the state estimate forward:

P−
t = APt−1A

T + Q

Correct:
Compute the Kalman gain:

Kt = P−
t H

T (HP−
t H

T + R)−1

Update the estimate with the measurement:

x̂t = x̂−t + Kt(zt − H x̂−t )

Update the estimate covariance:

Pt = (I−KtH)P−
t


