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made by the base classifiers Ci(x):

C∗(x) = f(C1(x), C2(x), . . . , Ck(x)).

where f is the function that combines the ensemble responses. One simple
approach for obtaining C∗(x) is to take a majority vote of the individual
predictions. An alternate approach is to take a weighted majority vote, where
the weight of a base classifier denotes its accuracy or relevance.

Ensemble methods show the most improvement when used with unstable
classifiers, i.e., base classifiers that are sensitive to minor perturbations in the
training set, because of high model complexity. Although unstable classifiers
may have a low bias in finding the optimal decision boundary, their predictions
have a high variance for minor changes in the training set or model selection.
This trade-off between bias and variance is discussed in detail in the next
section. By aggregating the responses of multiple unstable classifiers, ensemble
learning attempts to minimize their variance without worsening their bias.

4.10.3 Bias-Variance Decomposition

Bias-variance decomposition is a formal method for analyzing the generaliza-
tion error of a predictive model. Although the analysis is slightly different
for classification than regression, we first discuss the basic intuition of this
decomposition by using an analogue of a regression problem.

Consider the illustrative task of reaching a target y by firing projectiles
from a starting position x, as shown in Figure 4.44. The target corresponds to
the desired output at a test instance, while the starting position corresponds
to its observed attributes. In this analogy, the projectile represents the model
used for predicting the target using the observed attributes. Let ŷ denote the

Figure 4.44. Bias-variance decomposition.

Figures from Tan, Steinbach, Karpatne, Kumar. Intro to Data Mining.

yavg is the average of the outcomes that occur when applying the same power and 
launch angle (x) (yet the projectile ends up in a slightly different location). The 
difference in outcomes is the result of noise.  We can not control or eliminate this 
uncertainty. 

!𝑦!"#is the average prediction across a set of models  M.  Each of these models may 
be different for many reasons (different training data, different method, etc.). This 
is known as the variance. 

𝐸 𝑦 − %𝑓 𝑥
$
= 𝐵𝑖𝑎𝑠 %𝑓 𝑥

$
+ 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 %𝑓 𝑥 + 𝜎$
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𝜎$ is the variance in the noise term, shown as  yavg in the diagram.  When applying 
the same power and launch angle (x), noise is the variable that accounts for how 
the projectile can end up in a slightly different location. We can not control or 
eliminate this uncertainty. 
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Figures from Tan, Steinbach, Karpatne, Kumar. Intro to Data Mining.

The difference between yavg and !𝑦!"# is known as the bias.   

Example: The simplest model would make the same predictions regardless 
of the input.  In this case, the difference between yavg and !𝑦!"# would be 
large (high bias) (since the variance term would be very small).  

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝐸𝑟𝑟𝑜𝑟 = 𝑦 − %𝑓 𝑥
$
= 𝐵𝑖𝑎𝑠 %𝑓 𝑥

$
+ 𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 %𝑓 𝑥 + 𝜎$

𝐵𝑖𝑎𝑠 %𝑓 𝑥 = 𝐸[ %𝑓 𝑥 − 𝑓 𝑥
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!𝑦!"# is the variance of the average prediction across a set of models  M.  Each of 
these models may be different for many reasons (different training data, different 
model, etc.). This is known as the variance.  Think of it as the if you built 10 models 
(maybe with different hyperparameters or different training data), the predictions 
would differ.  This is the "variance" in the models (or the models' predictions).
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Example 2: The model changes drastically with the change of training data 
(it is overfitting).  This means that the spread of !𝑦!"# values (changes per 
model/set of training data) is high, this is known as high variance.



Bias-Variance Decomposition

Gen error for a classification model m can be given by:
𝑔𝑒𝑛𝐸𝑟𝑟𝑜𝑟 𝑚 = (𝑐% × 𝑛𝑜𝑖𝑠𝑒) + 𝑏𝑖𝑎𝑠 𝑚 + (𝑐$ × 𝑛𝑜𝑖𝑠𝑒)

Figures from Tan, Steinbach, Karpatne, Kumar. Intro to Data Mining.
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(a) Phenomena of Overfitting.

(b) Phenomena of Underfitting.

Figure 4.45. Plots showing the behavior of two-dimensional solutions with constant L2 and L1 norms.

The bias-variance trade-off can be used to explain why ensemble learning
improves the generalization performance of unstable classifiers. If a base clas-
sifier show low bias but high variance, it can become susceptible to overfitting,
as even a small change in the training set will result in different predictions.
However, by combining the responses of multiple base classifiers, we can expect
to reduce the overall variance. Hence, ensemble learning methods show better
performance primarily by lowering the variance in the predictions, although
they can even help in reducing the bias. One of the simplest approaches
for combining predictions and reducing their variance is to compute their
average. This forms the basis of the bagging method, described in the following
subsection.

4.10.4 Bagging

Bagging, which is also known as bootstrap aggregating, is a technique that
repeatedly samples (with replacement) from a data set according to a uniform
probability distribution. Each bootstrap sample has the same size as the
original data. Because the sampling is done with replacement, some instances
may appear several times in the same training set, while others may be

Overfitting

Where c1 and c2 are constants.  The idea of bias-variance is easier explained with 
regression, and I will not be testing you on bias-variance decomposition with 
classification, however, you should be able to identify classification models that 
exhibit low/high bias or low/high variance.
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