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Wumpus World

Knowledge:

e A pit causes a breeze in all adjacent
squares

e Each square other than [1, 1] contains
a pit with probability 0.2

P, = trueiff [i, j] contains a pit

B, true iff [i, j] is breezy

1.4 24 3.4 4.4
1,3 2.3 3.3 43
1,2 2,2 32 42
B

OK

1.1 21 3,1 41
B
OK OK

Include only B, ;, By ,, B, ; in the probability model
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Specitying the Probability Model

The full joint distribution is P(P; 1, ..., P44, B 1, By, B, 1)
Apply product rule: P(B; 1, B1,, Bo 1 | P14, oo, P4a) P(P11, oo, Pay)

(Do this to get P(Effect | Cause).

First term: 1 if pits are adjacent to breezes, 0 otherwise.

Second term: pits are placed randomly, probability 0.2 per square:

P11 Pgg= Hl] 1 P(Pij) = 02" x 0.81°~™ for n pits

@ JAMES MADISON
UNIVERSITY.



Observations and Query

We know the following facts:
b - _Ibl,l N b1,2 N b2,1
known =-p; 1 A=py 5, A =Py,

Query is P(Py 3 | known, b)

Define Unknown = Pij s other than P1,3 and Known
For inference by enumeration, we have:

P(P, 3 | known, b) = @).,,.known P (P13, unknown, known, b)

Yikes !!! This grows exponentially with the number of squares.
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Employing Conditional Independence

Basic insight: observations are conditionally independent of other hidden squares given
neighboring hidden squares.
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