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Abstract—With the increasing interest in applying approximate computing to HPC applications, representative benchmarks are needed to evaluate and compare various approximate computing algorithms and programming frameworks. To this end, we propose HPC-MixPBBench, a benchmark suite consisting of a representative set of kernels and benchmarks that are widely used in HPC domain. HPC-MixPBBench has a test harness framework where different tools can be plugged in and evaluated on the set of benchmarks. We demonstrate the effectiveness of our benchmark suite by evaluating several mixed-precision algorithms implemented in FloatSmith, a tool for floating-point mixed-precision approximation analysis. We report several insights about the mixed-precision algorithms that we compare, which we expect can help users of these methods choose the right method for their workload. We envision that this benchmark suite will evolve into a standard set of HPC benchmarks for comparing different approximate computing techniques.

I. INTRODUCTION

As HPC programmers increasingly look for beyond-Moore computing techniques to increase computational throughput, approximate computing is emerging as a promising method to increase peak performance. Approximate computing is based on the observation that although performing exact computations at scale requires a high amount of computational resources, allowing certain approximations or occasional violations of numerical consistency can provide significant gains in efficiency [1], [2]. Approximate computing exploits the gap between the level of accuracy required by the applications and that provided by the system and has the potential to benefit a wide range of applications, including data analytics, scientific computing, machine learning, and many others.

Among the different approximate computing methods that currently exist, floating-point precision reduction, or mixed-precision, has recently become a popular approach. Modern-day computer architectures support multiple levels of precision for floating-point computations to provide tradeoffs between accuracy and performance. Several recent studies have demonstrated the use of mixed precision (i.e., using multiple levels of precision in a single program) to increase significantly the performance of scientific applications [3], [4], [5]. With accelerators supporting several levels of floating-point precision (e.g., half, single, and double precision in NVIDIA GPUs and others) and with higher peak performance in lower precision in these accelerators, this technique has become a promising approach to boost performance. As HPC systems are becoming increasingly heterogeneous, we expect mixed-precision to become more prevalent in scientific applications.

While a significant number of tools and methods have been proposed to tune mixed-precision applications, these tools and methods are often evaluated on very different workloads or benchmarks. Several tools are evaluated on a large set of very small programs, e.g., small math functions, while other tools are only demonstrated on a small set of realistic applications. This large discrepancy in the evaluation benchmarks that are used in all previous studies precludes the community from having a broad picture of the effectiveness of mixed-precision tools. Having a comprehensive set of benchmarks to consistently evaluate mixed-precision techniques could undoubtedly benefit developers and users of these methods.

Our Contributions: In this paper, we present HPC-MixPBBench, a benchmark suite of programs for mixed-precision computing analysis. Our set of benchmarks is composed of 10 kernel codes and 7 application codes that represent common HPC workloads, some of which are used in the procurement of HPC systems. To evaluate the capability of the benchmark suite, we demonstrate them on a number of mixed-precision algorithms that have been proposed in the literature [6], [7], [8], and report several insights previously unreported about these mixed-precision algorithms. The findings we report in the paper can help programmers choose the appropriate mixed-precision method for their application or workload; reporting such insights was not possible before because of the absence of such a complete benchmark suite.

More specifically, we implement and compare 6 search algorithms for mixed-precision tuning: combinational [8], compositional [8], delta-debugging [7], hierarchical [6], hierarchical-compositional [8] and a Genetic Search Algorithm (GA) [3]. Our study is the first in the literature to compare such a large set of mixed-precision algorithms.

Although in some instances open-source tools that implement such algorithms exist, in some other cases the code of such methods is not publicly available. To perform a fair comparison of the methods, we implement them all in the FloatSmith framework [8]. FloatSmith facilitates the integra-
tion of tools by providing a JSON-based interchange format and exposes the CRAFT [6], [9] generic search tool that allows for easy implementation of new search strategies and methods.

In summary, our contributions are:

1) We present the first benchmark suite for mixed-precision analysis. We enable a more comprehensive analysis of mixed-precision tuning techniques, which have become popular recently in boosting performance by selectively reducing floating-point precision.

2) We describe the process of choosing and building the benchmark suite to cover several HPC workloads. We focus on establishing benchmarks that represent important workloads in the domain of HPC, in contrast to previous work, which characterize workloads of other domains, such as multimedia or signal processing.

3) We demonstrate the benchmarks on the most used mixed-precision algorithms that have been reported in the literature. To capture all algorithms, we extend CRAFT with a new search strategy based on a genetic algorithm. The algorithm starts with a random set of lower precision variables and converges by making permutations to the most efficient configurations. Our evaluation reveals several insights about the advantages and disadvantages of the existing mixed-precision algorithms, which have not been previously reported. For example, the delta debugging algorithm typically results in configurations providing the most speedup. We expect our findings will guide programmers in choosing appropriate mixed-precision algorithms for their workloads.

II. BACKGROUND

Mixed-precision analysis tools identify application transformation for which the application executes faster while preserving an acceptable level of accuracy. The speedup in execution time is obtained by transforming application parts from a higher floating-point precision to lower precision in order to take advantage of optimizations like instruction vectorization and to reduce the memory footprint.

Program Locations. Typically, mixed-precision tools apply search algorithms to identify such application transformations. The algorithm operates on a search space that consists of all possible application locations (loc) where the precision can be changed. For a source-code-based analysis, these locations can be variables, function parameters, or pointers. For a lower-level analysis (for example on LLVM IR), the locations can be any SSA register that represents a real number. Each of these locations could be transformed to use up to p precision levels, where p denotes the number of available precision types (e.g., p = 3 for an architecture that supports half, single, and double precision). The size of the search space is exponential ($p^{loc}$), preventing an exhaustive search in most cases.

Search Granularity. The choice of search algorithm granularity (e.g., variables vs. LLVM IR) involves various tradeoffs. For example, searching at a lower level will expose more locations but the search space will be larger, which may result in longer analysis times. Searching at a higher level reduces the number of locations, reducing the search space but exposing fewer opportunities to use lower precision. In addition, at the source code level, transformations need to produce a valid source code file (i.e., one that compiles without errors). Changing the type of a single variable may require a change to other variables or function parameters, particularly when arrays and pointer types are considered. To automatically detect which variables are semantically connected and require to have the same type we use Typeforge\(^1\) (II-C) a tool that performs source code analysis and identifies a set of variables (a cluster) that must have the same type. This restriction further reduces the search space of the source code level mixed-precision techniques.

Our work currently focuses on source-level mixed-precision techniques that use a clustering algorithm to identify such variable clusters. We also currently focus on two precision levels: double (64 bits) and single (32 bits).

A. Mixed-Precision Automation

We use FloatSmith [8], a framework that integrates several existing tools to provide automated source-level mixed-precision search and transformation. We investigated other search based mixed-precision tools, namely Precimonious [7] and HiFPTuner [10]; however, those tools do not provide support for changing the type of dynamic memory allocation variables, which means they have limited applicability for HPC workloads. FloatSmith provides a generic framework to implement search strategies for mixed-precision tuning. We use it to evaluate existing strategies and to implement new ones.

For a given program, FloatSmith requires the user to provide instructions on how to acquire, build, and run the program as well as how to verify the output for correctness. Given this information, it uses TypeForge to extract a list of variables that can be converted from double precision to single precision. Then, it performs a search using CRAFT to determine which variables can be replaced (using transformations enabled by TypeForge) to achieve a speedup while still passing the user-specified verification routine.

B. Search Algorithms

We use CRAFT [6], [9] to search for valid mixed-precision configurations that pass the verification routine and exhibit a speedup over the original program. CRAFT has several built-in search strategies, and we also added a new strategy based on a genetic algorithm. We evaluate the following search strategies:

**Compositional** [8]: Try all combinations of variables or clusters: the brute-force or exhaustive search approach.

**Combinational** [8]: Replace each variable or cluster individually, then repeatedly combine passing configurations. Heuristics are used to reduce the number of configurations, but this strategy will be as slow as the combinational strategy when many variables can be replaced. The search terminates when there are no compositions left.

\(^1\)https://github.com/LLNL/typeforge
delta debugging [7], [10], [5], [8]: Use a modified binary search on the list of program variables or clusters. It terminates when it has reached a local minimum in which it cannot convert any more variables.

Hierarchical [6]: Use program structure information (e.g., modules or functions) to search for larger groups of variables that can be replaced, falling back to lower-level components and eventually to individual variables if necessary. This search does not incorporate cluster information because clusters may cross the function or module boundaries.

Hierarchical-compositional [8]: Integrates the hierarchical and compositional approaches, using the former to identify program components amenable to replacement and then using the latter to combine these individual components to search for speedups by replacing multiple components. The goal is to find more inter-component mixed-precision configurations without having to start by trying every variable individually. The search terminates when all passing configurations have been composed of other passing configurations.

Genetic Algorithm [11]: Mimics the process of natural selection. GA starts with a population of random configurations, where a configuration is an array of bits that represents the precision of the program variables. The evolutionary algorithm then proceeds iteratively, selecting variables from each iteration or generation that are the best fit to produce offspring. In our algorithm, the fittest individual is the one that gives the best performance while satisfying the error criteria. Afterward, the GA algorithm combines the configurations of best-fit individuals and randomly mutates them to create the next generation. The algorithm terminates when a maximum number of generations have been created or when the best-fit individual of the population doesn’t change for several iterations.

C. Type Dependence Analysis and Type Refactoring

Typeforge enables Floatsmith to perform type refactoring at the source level. Typeforge can change the type of variable declarations, function parameters, function return-types, and template instantiation type-arguments (for both functions and classes). To ensure that refactored programs always compile, Typeforge performs an inter-procedural type-dependence analysis to determine sets of type-changes that must be performed together. Similar to [12], for a given type-correct program, an entity $x$ is type-dependent on an entity $y$ if and only if $x$‘s type may need to be changed as a consequence of a change in $y$‘s type to maintain type correctness. In contrast to [12], Typeforge’s analysis is purely based on type information and does not perform an over-approximating value-flow analysis. This guarantees that we can compute a partitioning of the set of all relevant type-changes, i.e., the type-change sets are disjunctive. Each type-change set maps to one cluster of multiple variables (i.e., one that will compile) in Floatsmith’s search algorithm.

We provide an example input code in Listing 1. This code demonstrates type dependencies. For example, the variable $arr$ and function parameter $input$ must have the same base type because $arr$ is used in a call to the function $vect\_mult$ and both have pointer types. Similarly, a pointer to $val$ is used as the argument for the parameter $inout$ in this call, hence $val$‘s type must be the same as the base type of $inout$. However, the variables $scale$ and parameter $ratio$ are not dependent as the value can be cast if one is changed.

```
1 void vect\_mult(int n, double * input, double * inout, double ratio) {
2   double res;
3   for (int i = 0; i < n; i++) {
4     res += ratio * input[i];
5   }
6   *inout += res;
7 }
8
9 void foo() {
10   double arr[10]; init(10, arr);
11   double val = init\_scalar();
12   double scale = init\_scalar();
13   vect\_mult(10, arr, &val, scale);
14 }
```

Listing 1: Type dependency example. The variable $arr$ and function parameter $input$ must have the same base type, and so do $val$ and $inout$. This information is used to create partitions that are then used to create clusters of multiple variables for search algorithms.

For the above example, the following partitioning of variables is computed: \{ $arr$, $input$ \}, \{ $val$, $inout$ \}, \{ $scale$ \}, \{ $ratio$ \}, and \{ $res$ \}. Variables in a set must have the same base type for the program to compile, and so the power set describes the set of all possible changes to derive a valid configuration of the program. The goal of a mixed-precision search is to find a set (or multiple sets) of variables to replace that will improve the performance. Changing all variables to single precision might result to a faster program, but changing \{ $arr$, $input$ \} and \{ $ratio$ \} might also provide a speedup whereas changing \{ $arr$, $input$ \} alone will only add additional casts and make the program slower.

III. BENCHMARK SUITE AND EVALUATION FRAMEWORK

HPC-MixPBench has two design goals: (1) to provide a set of kernels and proxy applications that are representative of HPC workloads along with a set of approximating techniques applicable to them, and (2) to provide extensible interfaces for integrating new approximation techniques, including interfaces for analyzing their performance and correctness.

Typically, deploying and analyzing the performance of an approximation technique involves several steps, including instrumentation, profiling, and verification. HPC-MixPBench simplifies the specification of those steps, helping the user to focus on evaluating approximation techniques rather than spending time on implementation details.

A. Overview

Figure 1 presents an overview of HPC-MixPBench. Specifically, HPC-MixPBench consists of a set of benchmark applications, a runtime library for instrumentation and profiling, and a verification library to evaluate the accuracy loss when
Fig. 1: High level overview of the HPC-MixPBench framework. HPC-MixPBench includes a set of benchmark applications, a runtime library for profiling, and a verification library to evaluate the specified quality metric. HPC-MixPBench has a harness to execute the benchmarks based on the information provided in the YAML configuration file.

Listing 2: Example code without HPC-MixPBench library support. Any modification using a static analysis tool of the pointers types, would result into erroneous behavior.

```
1 void foo(double **ptr, int elements) {
2     FILE *fd = fopen("input.bin", "rb");
3     size_t allocationSize = sizeof(double)*elements;
4     *ptr = malloc(allocationSize);
5     fread(*ptr, sizeof(double), elements, fd);
6     fclose(fd);
7     performComputation(*ptr, elements);
8     fd = fopen("output.bin", "wb");
9     fwrite(*ptr, sizeof(double), elements, fd);
10    fclose(fd);
11    return;
12 }
```

Listing 3: Example code with HPC-MixPBench library support. Any interaction with memory allocation and I/O will be handled by our library.

```
1 void foo(double **ptr, int elements) {
2     FILE *fd = fopen("input.bin", "rb");
3     *ptr = (double*) malloc(elements*ptr);
4     mp_fread(*ptr,DOUBLE, elements, fd);
5     fclose(fd);
6     performComputation(*ptr, elements);
7     fd = fopen("output.bin", "wb");
8     mp_fwrite(*ptr, DOUBLE, elements, fd);
9     fclose(fd);
10    return;
11 }
```

Approximating an application. Also, HPC-MixPBench provides a harness framework to deploy and evaluate benchmark applications. Next, we provide more details on the individual components comprising HPC-MixPBench.

a) Runtime library: Often mixed-precision static analysis tools that operate on the source code change the type of variables and pointers. However, these tools are unable to change the interaction of the application with input files or the way memory is allocated. An example of such a hard to analyze case is demonstrated in Listing 2. The user opens a binary file (line 2), allocates memory (line 4), reads the file (line 5), performs computations (line 7), and stores the result into a binary file (line 9). Converting this code to enable mixed-precision execution is non-trivial, because both the memory allocation and file reading/writing must be made compatible to execute correctly with either single or double precision, depending on the configuration dictated by the applied approximation technique.

All these technical issues are typically handled with custom solutions. HPC-MixPBench provides a runtime API for this. The library provides variants of C library functions that are necessary to support mixed-precision execution, including memory allocation and file I/O. In Listing 3 we present the source code after applying the HPC-MixPBench API. The `fread, malloc, fwrite` operations are replaced by `mp_fread, mp_malloc, mp_fwrite` calls. In the case of I/O calls, the user describes the files based on their initial type (in the provided example the initial type is `DOUBLE`). Should a mixed-precision alter the type of `ptr` from double to single precision, the `mp_fread, mp_fwrite` calls will handle any necessary data conversions. These changes are already applied to all applications included in HPC-MixPBench.

b) Verification library: The verification library facilitates the comparison of the output of the original, non-approximate application to its approximated version. For this comparison, it provides several error metrics to quantify accuracy loss, including Mean Absolute Error (MAE), Root Mean Square Error (RMSE), Mean Square Error (MSE), coefficient of determination ($R^2$), and Misclassification Rate (MCR). Depending on the application characteristics and the approximation technique of interest, different quality metrics might be preferred. For example, when large errors in continuous calculations need to be avoided RMSE should be preferred because it penalizes large errors more. However, from an interpretation standpoint, MAE is easier to understand and use. Finally, the verification library serves as a single point for providing verification extensions so that new metrics can be added.

c) Harness: The harness is implemented as a Python script that deploys and runs applications. It is guided by a user-provided YAML configuration file that describes how to execute and analyze the application. We provide configuration files for all existing benchmarks in HPC-MixPBench. Figure 4 shows the configuration file of the K-means benchmark. The file first provides instructions for building and cleaning the application. Then, the analysis clause provides an identifier for the analysis, the name of the class that implements the analysis, and any extra arguments necessary. The rest of the clauses provide more details about how to run the application and how to calculate the quality of a run.

The harness is extensible to implement different analysis techniques on a deployed application through a plugin interface. Implementing a new analysis technique entails extending...
a base Python class, which defines an analysis function. The analysis function will be invoked by the harness when the analysis needs to take place. The function returns a path to the executable of the analyzed application. This interface allows HPC-MixPBench to facilitate the comparison of different analysis techniques and algorithms on the same set of applications.

The interface between the harness and the analysis tool is straightforward. The user provides to the harness the source directory of the application, a command which compiles the application, the executable name, the executable invocation command, and the quality estimation command. The harness returns a path to the executable produced by the analysis.

Invoking the harness with the YAML configuration file runs the analysis Python code, which compiles the application, executes the generated binaries, and performs the prescribed analysis and evaluation to quantify quality loss and to measure execution time under different approximation techniques.

B. Benchmark Descriptions

There are two types of benchmark programs in HPC-MixPBench: kernels, which are typical as building blocks of HPC codes, and larger HPC proxy or mini-applications.

The kernels are an ideal starting point to test a new approximate technique as they are easy to understand; usually, they do not use complex data structures but are still representative of modern HPC code snippets. Also, kernels do not perform any I/O and their input data are randomly initialized so they are easy to deploy and analyze. Table I lists the kernels included in HPC-MixPBench, along with short descriptions.

Further, HPC-MixPBench includes a set of HPC proxy and mini applications. We select applications from the [13], [14] HPC benchmarks suites that contain benchmarks representative of large HPC applications. We selected only applications that perform floating-point computations and we merged all source code files into a single file to allow easier automated analysis from other static analysis tools. HPC-MixPBench includes the following benchmarks:

**Blackscholes:** The application [13] calculates the prices for a portfolio of European stock options analytically by solving a Partial Differential Equation (PDE). As a quality metric we apply MAE between the stock prices.

**CFD:** The CFD [14] solver is an unstructured grid finite volume solver for the three-dimensional Euler equations applied to compressible flows. To quantify the accuracy loss of approximating CFD we apply the MAE quality metric to the density, momentum, and the energy density.

**Hotspot:** The HotSpot [14] application simulates heat dissipation to estimate processor temperature based on an architectural floor plan and simulated power measurements. The thermal simulation iteratively solves a series of differential equations. Each output cell in the computational grid represents the average temperature value of the corresponding area of the chip. The accuracy is quantified by comparing the final temperature of the floor plan across all grid points.

**HPCCG:** HPCCG[15] is a PDE application and preconditioned conjugate gradient solver that solves a linear system. The quality of the output is quantified by the residual of the solver.

**K-means:** K-means [14] is a clustering algorithm used in data-mining, important primarily for its simplicity. Many data-mining algorithms show a high degree of data parallelism. In K-means, a data object is comprised of several values, called features. By dividing a cluster of data objects into K sub-clusters, K-means represents all the data objects by the mean values or centroids of their respective sub-clusters. The algorithm associates each data object with its nearest center. The application outputs the assignment of objects into clusters. The accuracy is calculated using the MCR metric.

**LavaMD:** The code [14] calculates particle potential and relocation due to mutual forces between particles within a large 3D space. This space is divided into cubes, or large boxes, that are allocated to individual cluster nodes. The large box at each node is further divided into cubes, called boxes. 26 neighbor boxes surround each box (the home box). Home boxes at the boundaries of the particle space have fewer neighbors. Particles only interact with those other particles that are within a cutoff radius since particles at larger distances exert negligible forces. We apply the MAE metric on the location and the velocity of each particle.

**SRAD** Speckle Reducing Anisotropic Diffusion (SRAD) [14] is a diffusion method for ultrasonic and radar imaging applications based on partial differential

---

**Listing 4:** Example of YAML configuration file. The configuration file describes the application and the analysis phase.

```yaml
kmeans:
  build_dir: 'kmeans'
  build: ['make']
  clean: ['make clean ']
  analysis:
    floatsmith:
      name: 'floatSmith'
      extra_args: algorithm: 'ddebug'
    output:
      option: '--o'
      name: 'outputFile . bin '
      metric: 'MAE'
      bin: 'kmeans'
    copy: ['kmeans', 'kdd_bin ']
    args: '-i kdd_bin -k S -n 5 '
```

---

**Table I: Kernels included in HPC-MixPBench.**

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>banded-lin-eq</td>
<td>Banded linear systems solution</td>
</tr>
<tr>
<td>diff-predictor</td>
<td>Difference predictor</td>
</tr>
<tr>
<td>eos</td>
<td>Equation of state fragment</td>
</tr>
<tr>
<td>gen-lin-recur</td>
<td>General linear recurrence equation</td>
</tr>
<tr>
<td>hydro-ld</td>
<td>Hydrodynamics fragment</td>
</tr>
<tr>
<td>iccg</td>
<td>Incomplete Cholesky conjugate gradient</td>
</tr>
<tr>
<td>innerprod</td>
<td>Inner product</td>
</tr>
<tr>
<td>int-predict</td>
<td>Integrate predictors</td>
</tr>
<tr>
<td>planckian</td>
<td>Planckian distribution</td>
</tr>
<tr>
<td>tridiag</td>
<td>Tridiagonal linear systems solution</td>
</tr>
</tbody>
</table>
|```
TABLE II: Total Variables (TV) and Total Clusters (TC) identified by Typeforge as possible transformations.

<table>
<thead>
<tr>
<th>Kernels</th>
<th>Applications</th>
<th>Name</th>
<th>TV</th>
<th>TC</th>
</tr>
</thead>
<tbody>
<tr>
<td>banded-lin-eq</td>
<td></td>
<td>Blackscholes</td>
<td>59</td>
<td>50</td>
</tr>
<tr>
<td>diff-predictor</td>
<td></td>
<td>CFD</td>
<td>195</td>
<td>25</td>
</tr>
<tr>
<td>eos</td>
<td></td>
<td>Hotspot</td>
<td>36</td>
<td>22</td>
</tr>
<tr>
<td>gen-lin-recurs</td>
<td></td>
<td>HPCCG</td>
<td>54</td>
<td>27</td>
</tr>
<tr>
<td>hydro-ld</td>
<td></td>
<td>LavaMD</td>
<td>47</td>
<td>11</td>
</tr>
<tr>
<td>iccg</td>
<td></td>
<td>K-means</td>
<td>26</td>
<td>15</td>
</tr>
<tr>
<td>innerprod</td>
<td></td>
<td>SRAD</td>
<td>29</td>
<td>14</td>
</tr>
<tr>
<td>int-predict</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>planckian</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>tridiag</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is used to remove locally correlated noise, known as speckles, without destroying important image features. We output the corrected image, and we apply the MAE metric on these images.

IV. EVALUATION

In this section we showcase the ability of HPC-MixPBFench to analyze several mixed-precision search algorithms described in section II-B and provide a holistic study on using them.

We use the following three metrics to evaluate the effectiveness of each algorithm:

- Evaluated Configurations (EV) represents the number of configurations that the mixed-precision algorithm evaluated before reaching a solution. This metric is usually directly correlated with the total search time; higher numbers of tested configurations imply a longer search.
- Speedup (SU) is the execution time speedup of the mixed-precision version discovered by the search algorithm in comparison to the execution time of the original program. We execute each version of the program ten times and take the average of the execution times after discarding the best and the worst. This is the most important metric since the analysis will always respect the quality constraint defined by the user. Higher speedups are better.
- Accuracy (AC) indicates the error of the mixed-precision version, in comparison with the original execution. For simplicity, all applications use the MAE (Mean Absolute Error) quality metric except K-Means for which we use the MCR (misclassification rate) metric.

Each application was analyzed using all six search algorithms: Combinational (CB), Compositional (CM), Delta-debugging (DD), Hierarchical (HR), Hierarchical-Compositional (HC), and Genetic Algorithm (GA). Each search algorithm was given a fixed time limit to converge to a solution and the ones that did not find a solution were marked accordingly. We set the limit to twenty-four hours.

We use the support of HPC-MixPBFench’s harness to schedule each analysis in parallel on a cluster consisting of multiple nodes. Each node is equipped with an Intel 8-core Xeon E5-2670 and 256GB DRAM. The harness offloads the search for each combination of an application/algorithm to a separate node but executes all the final binaries on the same node for consistency. This is managed automatically by the harness.

A. Benchmarks Analysis Complexity

In Table II we report the complexity of all applications. We provide two metrics, the Total number of Variables (TV) and the Total number of Clusters (TC). Some of the algorithms operate at the granularity of clusters (groups of variables), whereas others operate at the granularity of variables. The current implementations of CM, HR, and HC operate on variables, while the remaining algorithms operate on clusters.

As expected, the number of variables for the kernels is very small, and when the clustering is applied the search space is greatly reduced. Consequently, the kernel benchmarks serve as a good starting point for debugging purposes. Moreover, it allows us to apply the exhaustive search algorithm (CB) to find and compare against the best possible configuration for these kernels. Additionally, these kernels provide a standard set of benchmarks that can be used for evaluating algorithms and tools that may not scale well to larger benchmarks.

In contrast to the kernel benchmarks, the applications provide a larger scale for evaluating the search algorithms. While CFD has the largest number of variables (195), Blackscholes has the largest number of clusters (59). Interestingly, Blackscholes presents a small degree of variable clustering in comparison to other applications. In essence, the clustering algorithm presented in II-C enforces that assignments between pointer variables should always share the same type so these variables will be in the same cluster, whereas assignments between scalar variables do not impose the same restriction. Consequently, with Blackscholes, an application where most assignment operations are carried out between scalar variables, we observe that clustering does not significantly reduce the search space.

A closer look at the CFD program reveals that it operates on a limited amount of scalar variables, and most functions in the program use parameter array pointers. This structure of the program allows the clustering algorithm to group all these parameters into the same base type, thereby generating a small number of clusters. This indicates that CFD can take advantage of clustering to reduce the search space considerably.

B. Evaluation

1) Kernel Evaluation: In Table III we present the results when analyzing the kernels. We set the quality threshold to be $10^{-8}$. Most algorithms converge to the same solution. Therefore in terms of quality most experiments present the same MAE value since they resulted in the same configuration. In the Quality sub-table, we mark with red cells the algorithm/kernel combinations that resulted in a different configuration than most of the algorithms. Both hierarchical approaches tend to produce such outputs, with larger quality degradation than the remaining algorithms and with smaller speedups. Thus, in 40% and 50% of the cases HR and HC converge to a suboptimal
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solution. In the case of int-predict, the HC algorithm misses relaxation opportunities since the quality of output may be further improved without violating the user constraint. Moreover, we observe that HR and HC examine a much larger number of configurations for some benchmarks because they operate on individual variables instead of clusters.

Although these kernels do not provide any interesting insight on the behavior of the algorithms, they provide a simple and valuable set of applications that can be used to identify misbehaving cases during the implementation of algorithms in mixed-precision tools.

2) Application Evaluation: Table IV presents the maximum speedup of each application as well as the maximum accuracy loss each application can achieve. To determine these metrics, we manually changed all applications into their corresponding single precision versions and we compare the execution time. The table contains two competitions of mixed-precision search algorithms. The table contains two extreme cases. First, there is K-means, where even full single-precision conversion preserves the original quality without providing a significant performance benefit (for the input files we tested). On the other hand, SRAD yields a theoretical maximum speedup of 1.5x but the output quality is completely destroyed as the application outputs as some of the output computed values are Not-a-Number (NaN). LavaMD presents the highest potential in terms of speedup, with an accuracy loss of $10^{-4}$. LavaMD accesses arrays with regular access patterns. When these arrays are converted into single precision, the cache miss rate of the application is reduced and the faster and simpler single precision instructions enable a significant speedup.

During our evaluation we set three different quality bounds: $10^{-3}$, $10^{-6}$, and $10^{-8}$. In the most relaxed case of $10^{-3}$, all applications (except SRAD) should be able to achieve speedups close to their single precision version. In the second case $(10^{-6})$ LavaMD should be amenable to a mixed-precision version. Finally, in the strictest quality bound $10^{-8}$, only K-means and Hotspot should provide a pure single-precision version.

In Table V we present the results of our analysis. When the quality threshold is equal to $10^{-3}$. Hotspot should be able to achieve the maximum speedup. Although DD, HR, and HC are able to convert variables and arrays into single precision, Typeforge does not handle literals. Therefore, since the literals are evaluated as double-precision the application is executing some extra typecasts which reduce the potential speedup. Moreover, GA does not identify the optimal configuration. In our setting, we significantly decrease the search time of GA by providing a small number of maximum iterations, and so the randomness of the algorithm prevents it from identifying configurations with speedups.

The DD, HR, and HC approaches terminate immediately due to their initial criteria. The algorithms applied changes on the coarsest hierarchy (effectively the entire application) and these changes produced a configuration that satisfies the threshold. This observation applies to all applications except SRAD. Finally, CM did not manage to terminate on multiple applications because it could not test the large number of configurations required within the time limit.

When setting the threshold to $10^{-6}$ the HR algorithm fails to identify a configuration for Blackscholes. Initially, it transformed the entire application into single precision, but this configuration fails the quality threshold. During the

<table>
<thead>
<tr>
<th>Application</th>
<th>Quality($10^{-9}$)</th>
<th>Evaluated Configs</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CB</td>
<td>CM</td>
<td>DD</td>
</tr>
<tr>
<td>banded-lin-eq</td>
<td>9.94</td>
<td>9.94</td>
<td>9.94</td>
</tr>
<tr>
<td>diff-predict</td>
<td>9.94</td>
<td>9.94</td>
<td>9.94</td>
</tr>
<tr>
<td>eos</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>gen-lin-recur</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>hydro-1d</td>
<td>2.71</td>
<td>2.71</td>
<td>2.71</td>
</tr>
<tr>
<td>iccg</td>
<td>9.94</td>
<td>9.94</td>
<td>9.94</td>
</tr>
<tr>
<td>int-predict</td>
<td>1.74</td>
<td>1.74</td>
<td>1.74</td>
</tr>
<tr>
<td>plankian</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>tridiag</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Application</th>
<th>Speed Up</th>
<th>Quality Metric</th>
<th>Quality Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackscholes</td>
<td>1.04</td>
<td>MAE</td>
<td>4.10E-06</td>
</tr>
<tr>
<td>CFD</td>
<td>1.38</td>
<td>MAE</td>
<td>1.0E-07</td>
</tr>
<tr>
<td>Hotspot</td>
<td>1.78</td>
<td>MAE</td>
<td>3.08E-10</td>
</tr>
<tr>
<td>HPCCG</td>
<td>1.00</td>
<td>MAE</td>
<td>2.0E-06</td>
</tr>
<tr>
<td>K-means</td>
<td>0.96</td>
<td>MCR</td>
<td>0</td>
</tr>
<tr>
<td>LavaMD</td>
<td>2.66</td>
<td>MAE</td>
<td>3.38E-04</td>
</tr>
<tr>
<td>SRAD</td>
<td>1.48</td>
<td>MAE</td>
<td>NaN</td>
</tr>
</tbody>
</table>

TABLE III: Evaluation resultis of kernel codes

TABLE IV: Application Speed Up and Quality loss when comparing single- to double precision executions.
TABLE V: Evaluation results of the applications included in HPC-MixPBench, while setting the quality threshold to $10^{-3}, 10^{-6}, 10^{-8}$ (empty gray boxes correspond to algorithms which did not produce any results in 24 hours).

<table>
<thead>
<tr>
<th>Application</th>
<th>Speedup</th>
<th>Evaluated Configs</th>
<th>Quality (Threshold $10^{-3}$)</th>
<th>Quality (Threshold $10^{-6}$)</th>
<th>Quality (Threshold $10^{-8}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CM</td>
<td>DD</td>
<td>HR</td>
<td>HC</td>
<td>GA</td>
</tr>
<tr>
<td>Blackscholes</td>
<td>1.03</td>
<td>1.01</td>
<td>1.02</td>
<td>1.01</td>
<td></td>
</tr>
<tr>
<td>CFD</td>
<td>1.14</td>
<td>1.11</td>
<td>1.12</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>Hotspot</td>
<td>1.69</td>
<td>1.70</td>
<td>1.58</td>
<td>1.14</td>
<td></td>
</tr>
<tr>
<td>HPCCG</td>
<td>1.21</td>
<td>1.19</td>
<td>1.22</td>
<td>1.03</td>
<td></td>
</tr>
<tr>
<td>K-means</td>
<td>1.07</td>
<td>1.08</td>
<td>1.08</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>LavaMD</td>
<td>2.44</td>
<td>2.52</td>
<td>2.54</td>
<td>2.58</td>
<td>2.48</td>
</tr>
<tr>
<td>SRAD</td>
<td>1.00</td>
<td>1.02</td>
<td>1.01</td>
<td>1.02</td>
<td>1.02</td>
</tr>
</tbody>
</table>

(a) Correlation between the application analysis complexity and the efficiency of the mixed-precision search algorithm for different quality thresholds, when using DD or GA. For stricter quality thresholds DD checks more configurations.

(b) Correlation between the application analysis complexity and the obtained speedup for different quality thresholds, when using DD or GA. The extra effort of DD rarely results to more performant configurations.

Fig. 2: DD vs GA for different applications and different threshold configurations.
ensuing search, it fails to find a valid configuration within the time limit. HR operates on the variable level and not on the cluster level, and consequently, the search space is much larger. Moreover, HR might select configurations that do not compile or raise run-time errors. Consequently, the algorithm wastes time on creating useless configurations.

In Hotspot, DD, HR, and HC find the same configuration as in the previous threshold setting, but GA converges to an entirely different configuration. This is due to the non-deterministic nature of genetic algorithms. When comparing the DD algorithm between the two thresholds, the algorithm requires more effort to converge into a solution because the number of evaluated configurations increased. For example, in Blackscholes the evaluated configurations increased from 2 to 200. Finally, when setting the quality threshold to $10^{-8}$ the limitations of HR become obvious as it fails to finish in 2 out of 7 applications.

Only DD and GA successfully searched and identified a valid mixed-precision configuration for all of our applications and all the different thresholds. In Figure 2a we compare the application complexity (x-axis), in terms of the total number of clusters, with the total tested configurations (y-axis). DD typically tests more configurations until it reaches a solution, whereas GA presents stable behavior by testing almost the same number of configurations. The cases where DD tests fewer configurations than GA are the cases where the search result is obvious (e.g., the entire application can be converted to single precision). Otherwise, DD requires more time.

In Figure 2b we compare the speedup, obtained by mixed-precision when using the two different algorithms (GA and DD). Both algorithms typically produce configurations with the same execution time. Typically, DD produces slightly more performant versions than GA. In Figure 3 we correlate the speedup of different search scenarios versus the amount of time required by the search algorithm to reach a solution. Most of the tested configurations resulted in a speedup between 1.0 – 1.2. A limited number of scenarios were able to produce higher speedups.

V. INSIGHTS AND RECOMMENDATIONS

Our evaluation revealed several insights about the mixed-precision search algorithms evaluated in this paper.

- From the perspective of tools and techniques for mixed-precision analysis, our work validated the need for creating viable mixed-precision configurations using cluster information. We show in our evaluation that applying mixed-precision search algorithms individually on variables, without considering whether they map on to a valid configuration, not only increases the search time but may also result in cases where the search algorithm fails to converge to a solution due to encountering invalid configurations along the search path.

- In LavaMD, we observe a large speed-up when reducing the precision of the application. When performing mixed-precision analysis on the application source code, lowering the precision of an array can change the cache behavior of the application, resulting in large speedups. Such opportunities cannot be discovered from tools that operate on the intermediate representation of the compiler [7], [16], [17] because they operate on a finer granularity and the application memory is not changed.

- The analysis time for GA is the easiest to predict among all search algorithms. The strict termination criterion of the algorithm (an upper bound on the number of iterations performed) bound the number of configurations being evaluated. However, the inherent randomness in the algorithm influences the determinism of the result.

- The search based on delta debugging typically results in configurations providing the most speedups. The algorithm can consistently exploit information obtained from the previous iterations and converge to a good solution. However, as the quality threshold gets stricter, the algorithm explores a large number of configurations resulting in high analysis time.

- Hierarchical approaches work well for relaxed thresholds; however, as the threshold becomes tighter, the algorithms require more steps to identify valid configurations that meet the error criteria as well as provide speedups. The current implementations of hierarchical approaches in CRAFT do not take into account clusters, as there is no straightforward way to use the clustering information without breaking the notion of hierarchy. However, the evaluation presented in this paper provides sufficient motivation to redesign these strategies to take clustering information into account to reduce the search space.

- Finally, we see in our evaluation that reducing the number of double precision variables does not always guarantee an improved execution time, so we do not recommend this as a viable search strategy. Other factors, such as compilation flags or operations on subnormal regions, might influence the execution time of the application. Consequently, auto-tuning by running the configuration as opposed to using a performance model or error helps identify such cases.

VI. RELATED WORK

There is past work on autotuning approximate strategies. Precimonus [7] tunes floating-point precision to achieve per-
formance improvement. A profiler for quality-of-service \cite{18} evaluates the loop perforation technique by assessing their performance and quality impact. The ACCEPT framework \cite{19} generalizes autotuning for several approximate computing techniques. However, these works do not provide a standard set of benchmarks for evaluating approximate computing. In contrast, our work aims to provide a comprehensive set of benchmarks to evaluate mixed-precision tools and techniques.

Our work is most similar to a recent effort to collect floating-point benchmarks called FPBench \cite{20, 21}. FPBench focuses on static error analysis and formal mixed-precision guarantees, containing many smaller benchmarks that can be expressed as a single real-valued expression. In our work, we target larger benchmarks and proxy applications written in C++. Such benchmarks would be difficult or impossible to represent in the FPCore language used for FPBench. AxBench \cite{22} is a benchmark suite for approximate computing consisting of a diverse set of applications in different domains such as machine learning and image processing, whereas our work aims to create a benchmark suite that represents common HPC workloads.

There is prior work in building mixed-precision configurations using software tools, including CRAFT \cite{6, 9} and FloatSmith \cite{8}, which we leverage in this work to provide a basis for comparison between approaches. Other work in automated mixed-precision analysis includes Precimonious \cite{7, 16}, FPTuner \cite{17}, Daisy \cite{23, 24, 25}, HiFPTuner \cite{10}, ADAPT \cite{4} GPUMixer \cite{5}, and AMPT-GA \cite{11} among others (e.g., \cite{26, 27, 28, 29, 30, 31}).

These tools implement various techniques for trading precision for performance, usually by reducing variable declarations or instruction precision from double-precision floating-point to single-precision or half-precision floating-point. Some approaches provide rigorous error bounds on the conversion for small kernels while other approaches focus on support for larger-scale applications with fewer formal guarantees. These efforts are all complementary to ours in that they provide additional tools that could be compared or studied using our framework.

There is also rising interest and a growing amount of work in approximate computing in general (of which mixed-precision is a particular approach). \cite{32} and \cite{33} both use approximate floating-point multipliers to drop mantissa bits and improve performance. \cite{34} and \cite{35} present a technique called “perforation” that identifies parts of a computation (e.g., loop iterations) that can be discarded completely to improve performance while providing rigorous accuracy bounds.

Other work has focused on particular domains. A variety of approximate computing techniques in the context of graphics engines and other highly data-parallel domains are presented in \cite{36} and \cite{37}. A heterogeneous architecture using neural-network-based approximations is presented in \cite{38}. Some work has focused on general static analysis techniques. A static analysis and compiler technique for reducing control and memory divergences in fault-tolerant GPU code is proposed in \cite{39}. More recent work \cite{40} contributes a more general “static significance analysis” to guide developers in identifying where an approximation is appropriate. There have also been proposals regarding hardware support for approximate computing. A “scalable effort” hardware is presented in \cite{41} to exploit approximate computing at various levels of abstraction, and \cite{42} proposes a specific ISA extension providing support for approximate arithmetic. Like much of the mixed-precision related work, these efforts are all complementary to ours in that they provide additional approaches to approximate computing that could be compared or studied using our framework.

VII. CONCLUSION

While approximate computing is emerging as an alternate beyond-Moore computing technique to speedup computational throughput, there is an increasing need to have a benchmark suite to evaluate different approximate computing methods. Mixed-precision methods are one of the most used in the approximate computing domain with several tools and techniques being proposed in the literature. Yet there is no single benchmark suite for the comparison of mixed-precision methods. Most mixed-precision tools are often evaluated on very different workloads or benchmarks and this discrepancy in the evaluation benchmarks that are used in all previous studies precludes the community from having a complete picture of the real effectiveness of mixed-precision tools.

We propose HPC-MixPBench, a benchmark suite of programs for approximate computing analysis. HPC-MixPBench is composed of codes that represent common HPC workloads, some of which are used in the procurement of HPC systems. To demonstrate the capability of the benchmark suite, we evaluate it on several search-based strategies that have been proposed in the literature and report several insights previously unreported about these strategies. Some of the findings of our study are: (a) the behavior of genetic algorithms for mixed-precision search are the easiest to predict, (b) the delta debugging method tends to provide configurations with higher speedups, and (c) preprocessing the application source code to group variables into clusters that share the same precision increases the effectiveness of search algorithms.

We expect that the findings we report in this paper can help HPC application developers choose the appropriate mixed-precision method for their application or workload; reporting such insights was not possible before because of the absence of such a benchmark suite.
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