ADAPT: Algorithmic Differentiation Applied to Floating-Point Precision Tuning
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Abstract—HPC applications use floating point arithmetic operations extensively to solve computational problems. Mixed-precision computing seeks to use the lowest precision data type that is sufficient to achieve a desired accuracy, improving performance and reducing power consumption. Manually optimizing a program to use mixed precision is challenging as it not only requires extensive knowledge about the numerical behavior of the algorithm but also estimates of the rounding errors. In this work, we present ADAPT, a scalable approach for mixed-precision analysis on HPC workloads using algorithmic differentiation to provide accurate estimates about the final output error. ADAPT provides a floating-point precision sensitivity profile while incurring an overhead of only a constant multiple of the original computation irrespective of the number of variables analyzed. The sensitivity profile can be used to make algorithmic choices and to develop mixed-precision configurations of a program. We evaluate ADAPT on six benchmarks and a proxy application (LULESH) and show that we are able to achieve a speedup of 1.2x on the proxy application.

I. INTRODUCTION

Floating-point arithmetic remains the predominant means for real-valued computation in high-performance computing. As computation scales to exascale and beyond, the challenges of using floating-point arithmetic effectively will only increase [1], [2]. Computer architectures support multiple levels of precision for floating-point data and arithmetic operations. The standard IEEE floating-point precision choices for computation are 32 bits (single-precision), 64 bits (double-precision), 128 bits (quad-precision, usually implemented in software), as well as 16 bits (half-precision), which is now available on certain platforms such as NVIDIA GPUs. The choice of floating-point precision determines the magnitude of rounding errors in the computation.

Although a higher precision may improve the accuracy of the program output, it usually results in an increase of application run time, energy consumption, memory pressure, and interconnect usage. Often, programmers resort to the safer option of uniformly applying higher precision (e.g., IEEE double precision) throughout the program to ensure accuracy of the simulation output at the expense of performance. However, not all applications require higher precision, and for some applications, their precision requirement is dependent on the input. Ideally, applications should use the lowest precision necessary to achieve the required accuracy in order to take advantage of the performance and energy benefits of using the lower precision.

One promising approach is the use of mixed- or variable-precision arithmetic, i.e., using multiple levels of precision in a single program, gaining the benefits of high-precision arithmetic where necessary to maintain accuracy but using lower-precision arithmetic where possible to improve performance [3] and reduce energy usage [4]. However, developers must take care to ensure that the errors introduced are within the acceptable thresholds so as not to corrupt the output; large errors can render results useless. Unfortunately, it is not always easy to develop mixed-precision versions of large code bases manually, as this not only requires extensive knowledge of the numerical behavior of the algorithm but also requires understanding of the subtle details of floating-point rounding errors. This process becomes increasingly infeasible for larger-scale HPC programs with multiple modules.

There have been many efforts to automate this process in various ways [5], [6], [7], [8], [9], [10]. Some of this work involves automatically discovering unstable floating-point executions [11], [12], [13] and accuracy-improving transformations based on a database of rewrite rules [10], [9]. However, not all of these error-introducing operations propagate to the final output. Dynamic automated search based approaches [5], [6] evaluate different mixed-precision configurations of the program to identify the best configuration that satisfies the error threshold. The main drawback of these approaches is that the state space to explore is exponential in the number of variables; exploring even a subset is very time-intensive. The search-based algorithms can also get trapped in local minima. Various static analysis approaches [14], [7] use interval and affine arithmetic or Taylor series approximations to analyze stability and to provide rigorous bounds on rounding errors. However, they do not scale very well and thus have not been applied to HPC workloads. See Section VII for more discussion of these existing tools.

We propose an approach, implemented in a tool called ADAPT (Algorithmic Differentiation Applied to Precision Tuning), that uses algorithmic differentiation [15] (a method for numerically computing the derivative of computer pro-
programs) to analyze floating-point precision sensitivity of variables and operations in a program. We then use the results to develop a mixed-precision version of the program. Our techniques enable the scaling of rigorous precision analysis techniques to benchmarks and proxy applications, which is an important step toward the application of mixed-precision analysis to full-scale HPC applications and the realization of the many benefits mentioned earlier.

The primary contributions of this paper are as follows:

- ADAPT, an approach using algorithmic differentiation to estimate the output error due to lowering the precision of variables. It provides accurate output error estimates while scaling better than previous mixed-precision efforts and thereby being more applicable to HPC workloads.
- A greedy algorithm for lowering the precision of variables and operations to achieve the specified accuracy.
- A floating-point precision sensitivity profile construction tool using ADAPT. This tool can be used for an application to guide programmers in the development of a mixed-precision version.
- Application of ADAPT to compare the sensitivities of algorithms to floating-point precision errors and identify the critical regions.
- An evaluation of our approach on different benchmarks and mini-applications achieving a 1.2x on LULESH, a proxy HPC application.

II. OVERVIEW

Consider the example of numerical anomalies introduced in [16] and [6] of using Simpson’s rule to evaluate the integral of an input function \( f \) on a given interval \((a, b)\) (for a given \( n \), \( h \) is defined as \( h = \frac{b-a}{2n} \)):

\[
\int_{a}^{b} f(x)dx = \frac{h}{3} [f(a) + 4f(a+h) + 2f(a+2h) + 4f(a+3h) + \cdots + 4f(a+(2n-1)h) + f(b)].
\]

The corresponding C program to evaluate \( \int_{0}^{1} \sin \left( \frac{\pi x}{2} \right) dx \) is shown in Figure 1. This implementation uses the non-IEEE 80-bit long double precision provided by the C language (usually implemented using the x87 instruction set) and produces the answer 1.999999999999959. This program is subject to numerical anomalies due to cumulative rounding error where a large numbers of small values are added. When using IEEE double precision instead of long double precision, the answer is 2.0000000006757576 with an error of 6.7e-11. As demonstrated in [6], a mixed-precision version could use long double precision only for the two variables \( s1 \) and \( x \), with the rest of them stored in double precision to achieve a 1.6x speedup over the original version while maintaining the same final accuracy.

Another interesting point is that the rounding errors, which are due to adding two numbers with different numerical scales, start to accumulate in the later part of the iterations when the value of \( s1 \) and \( x \) increase. This situation gives us another opportunity to improve the performance by computing \( s1 \) and \( x \) in lower precision in the beginning iterations and then transitioning to higher precision in the middle of the execution.

We present a dynamic approach, implemented as a tool called ADAPT, that uses Algorithmic Differentiation (AD), an approach for computing the derivative of computer programs, to analyze floating-point precision sensitivity of variables and operations in a program. AD views a computer program as a composition of a sequence of arithmetic operations, and we use this to capture the propagation of errors through the data flow graph of the computation. ADAPT performs aggregation and analysis on this data along with the original computation to determine the floating-point sensitivity of all the variables and operations in the program. ADAPT also provides mixed-precision recommendations that satisfy a specified error threshold without requiring any search-based strategies.

III. BACKGROUND

A. Floating Point Representation

IEEE floating-point arithmetic as standardized in 1985 (and subsequently revised in 2008 [17]) has become the primary implementation of real-valued arithmetic on digital computing platforms. Although it has well-known weaknesses (e.g., rounding error and cancellation), it is widely used in scientific
computing because it provides a wide dynamic range and can be implemented efficiently in hardware.

Within a fixed-sized bit field, there are three parts: 1) the sign bit, 2) a biased exponent, and 3) a fractional part (sometimes called the significand or mantissa) with an implicit leading digit. The value stored is \((-1)^{\text{sign}} \cdot 1.f\text{rac} \cdot 2^{\text{exp}}\). Using more bits provides more precision, but increases storage costs and computation time.

Rounding error occurs when a real number with infinite possibilities is approximated with a finite number of bits in a floating-point format. The relative rounding error of a value \(x\) in a specific precision is bounded by \(\frac{1}{2^p}\) where \(p\) is the number of mantissa bits, because the error is bounded by the value represented by the least mantissa bit. The absolute error is bound by \(|x| \times 2^{-p}\).

### B. Algorithmic Differentiation

Algorithmic differentiation (AD), also known as “automatic” differentiation, is a chain-rule based technique to evaluate numerically the derivative of a function specified as a computer program [15]. Alternative methods for computing the derivatives include 1) hand-coding the derivatives, 2) symbolic differentiation, and 3) numerical differentiation. Although hand-coding derivatives can be more efficient, they tend to be tedious and error prone. Symbolic differentiation, available through systems such as Maple [18], requires the computer program to be represented as a single expression, which is difficult or impossible for reasonable-sized programs, especially in the presence of loops and complex data structures. Numerical differentiation using finite differences suffers from numerical instability due to rounding errors in discretization process.

Algorithmic differentiation considers a computer program as a sequence of elementary arithmetic operations and functions, applying the chain rule of differentiation to compute the derivatives. For a given function \(y = f(u)\), where \(u = g(x)\), application of chain rule gives us: \(\frac{dy}{dx} = \frac{dy}{du} \times \frac{du}{dx}\).

AD has been applied to sensitivity analysis of a simulation to its input parameters as well as to optimization problems in the fields of fluid dynamics, engineering design, and climate modeling.

There are two modes of operation for AD: the forward mode and the reverse mode. The forward mode is also known as the “tangent linear” mode, and the reverse mode in known as the “adjoint” mode. In the forward mode, derivatives are computed using the chain rule, tracking the original computation. In the reverse mode, there is a forward sweep to collect information about the computation and a reverse sweep where chain rule is applied in the reverse order starting from the output. Forward-mode is preferred when there are larger number of outputs compared to inputs whereas reverse mode is preferred when there are large numbers of inputs. In the reverse mode, computation of the derivatives can be done at a small constant multiple of the original computation irrespective of the number of inputs [19].

Algorithmic differentiation is automated using tools that work by either code transformation or operator overloading.

Source code transformation tools such as Tapenade [20], ADIC [21], ADIFOR [22] and OpenAD [23] take the source code and carry out a series of transformations to produce a final program that generates the derivatives. Other tools such as CoDiPack [24] and Adept [25] use operator overloading (often with expression templates for efficiency) to embed the derivative calculations into the given program. CoDiPack is designed for HPC applications and has support for MPI communication. We use CoDiPack for C++ programs and Tapenade for C and Fortran programs, and we use the reverse mode of AD because we consider all variable values to be inputs so there is a high number of inputs compared to outputs.

### IV. Mixed Precision Tuning

The main goal of ADAPT is to provide mixed-precision analysis by accurately estimating the output error due to changes in the precision of program variables. We propose an output error estimation model that is used to construct a mixed-precision version of the program if possible. In this section we describe how ADAPT estimates the output error using an error model based on algorithmic differentiation. We then go into the details of how ADAPT constructs the mixed-precision configuration that satisfies a specified error threshold. Finally, we describe the implementation details for the tool.

#### A. Output Error Estimation Model

We view the program as a function of inputs and various intermediate variables that uses compositions of elementary operations to compute some output. We are interested in the...
changes in the output as a result of small changes in various variables due to rounding errors. We construct our error model by using a first-order Taylor series approximation of the program, where the error in output is assumed to be linear in the rounding error. Let \( x \) be the input or the intermediate variable in the program and \( y \) be the target output variable given by \( y = f(x) \), which signifies that \( y \) is a function of \( x \) and represents the part of the program that performs this operation. The first-order Taylor series approximation of the function \( f(x) \) at \( x = a \) is

\[
y = f(a) + f'(a)(x - a) + \frac{f''(a)}{2!}(x - a)^2 + \ldots,
\]

\[
\approx f(a) + f'(a)(x - a).
\]

We use Equation 1 to estimate the error in the output, \( \Delta y \), due to an error \( \Delta x \) in \( x \):

\[
\Delta y = |f(a + \Delta x) - f(a)|,
\]

\[
\approx |f'(a)(a + \Delta x - a) - f(a)|,
\]

\[
= |f'(a)(\Delta x)|.
\] (2)

This can be extended to consider the output \( y \) as a function of several inputs,

\[
y = f(x_1, x_2, \ldots, x_n),
\]

With \( \pi = \{x_i\} \) as a vector of multiple inputs and generalizing Equation 2, we obtain the following estimated output error \( \Delta y \) due to error in the inputs at \( \pi = \bar{\pi} \), where \( x_i = a_i, \ i \in \{1, \ldots, n\} \):

\[
\Delta y = |f'(\pi)\Delta x_1| + \cdots + |f'(\pi)\Delta x_n|,
\]

\[
= \sum_i |f'_x_i(\pi)\Delta x_i|,
\]

\[
= |f'(\pi)\Delta x|.
\] (3)

Here \( f'_x_i(\pi) \) represents the partial derivative with respect to \( x_i \) evaluated at \( \pi = \bar{\pi} \) and the bars represent the vector form. Equation 5 is a linear approximation that uses only first order partial derivatives (one for each variable) as computed via the chain rule on the dependency graph. As a result, in the case of simultaneous errors in multiple variables we ignore the dependencies between these variables, treating them as independent variables, and compute the total change as a sum of individual changes. Our approach relies on the assumption that the resultant change in any variable is small enough such that the corresponding partial derivative is still valid. This is a reasonable assumption in our case because we expect any change of precision to result in small errors.

For a specific precision, the absolute error due to rounding in variable \( x \) is less than \( |x|\epsilon \), where \( \epsilon = 2^{-p} \) and \( p \) is the number of bits in the mantissa for that precision. We use this as a measure of error and define a metric \( E \) to capture the sensitivity of any input or intermediate variable to rounding errors:

\[
E_x = |f'(x) \times x|.
\] (6)

The error metric in Equation 6 captures both the sensitivity of the variables based on the adjoint information as well as the impact of rounding errors. In addition, it provides a relative measure of sensitivity between the variables in a program; a variable with a larger error metric is more sensitive to roundoff and has a larger contribution to the final output error. We use this metric to identify instability in programs, to compare different algorithms, and to construct a floating-point precision sensitivity profile.

B. Mixed Precision Allocation

To identify a set of variables that can be changed to lower precision without violating a given error threshold, we begin by evaluating the output error due to lowering the precision at every dynamic instance of each variable. We then aggregate the output error estimates at the assignment statement level as well as at the source variable and function level.

For every dynamic instance of variable \( x \) (denoted \( x_i \)), we compute the output error contribution \( \Delta y_{x_i} \), resulting from conversion to lower precision as

\[
\Delta y_{x_i} = f'(x_i)(x_i - x_{i,lower}).
\] (7)

Here, \( x_{i,lower} \) is the estimated error introduced in \( x_i \) due to lowering the precision. The aggregated error over all the dynamic instances of the variable is then defined as follows:

\[
\Delta y_x = \sum_{i=1}^{n} \Delta y_{x_i}.
\] (8)

Using Equation 5 we can say that the output error, as a result of change in precision of multiple variables, can be computed by taking a summation over their individual contribution given by Equation 8. We use this as the basis of our mixed-precision allocation and describe a greedy approach used to create mixed-precision configuration (see Algorithm 1).

First, the algorithm iterates over all the dynamic instances of variables, \( vars \), and aggregates error over all the dynamic instances of variable \( var \) in OutputError(var). Next, the variables are sorted in increasing order of their contribution to the final output given by Equation 8. Finally, variables are assigned to lower precision if converting them does not violate the error threshold.

This algorithm converts as many variables as possible to lower precision. We provide two variations of this greedy approach in ADAPT. The first one lowers the precision of variables in increasing order of error per dynamic count. That means, in the case of two variables with the same output error, this approach gives priority to the variable that has more dynamic instance (an indication of it being more expensive). The second variation iterates over the functions in increasing order of the output error contribution and lowers the precision of variables that don’t violate the error threshold. This grouping can sometimes be beneficial in reducing the number of implicit as well as explicit cast operations.
input : A list of variables vars
output: S containing variables in lower precision

begin
    for var ∈ vars do
        InputError ← var.value − var.value_lower
        OutputError[var] ← OutputError[var] + var.adjoint × InputError
    end
    sort OutputError in increasing order
    var ← RemoveMinOutputError()
    while var ≠ null and
        TolError − |OutputError[var]| ≥ 0 do
            TolError ← TolError − |OutputError[var]|
            S ← S + {var}
            var ← RemoveMinOutputError()
        end
    end

Algorithm 1: Greedy mixed-precision allocation algorithm

C. Implementation Details

There are two stages in ADAPT: 1) evaluation of adjoints using an AD tool and 2) mixed-precision allocation.

Traditionally, AD tools have been applied in sensitivity analysis, where the adjoints are computed for the inputs with respect to the output. Here, we consider all the variables and their intermediate results as potential points for optimization. Therefore, we need to obtain the adjoints at every location we want to analyze, which is typically at every assignment operator. We use an AD tool (CoDiPack or Tapenade) to compute the partial derivative $\frac{\partial y}{\partial x_i}$ for all the input and intermediate variables $x_i$ with respect to an output $y$. CoDiPack provides support for C++ programs, while Tapenade supports C and Fortran codes. ADAPT interfaces with the user program and these AD tools by providing APIs to register the variables and assignment statements of interest. Regardless of the backend used, we modify the original program’s source to label the variables of interest using a simple ADAPT API.

CoDiPack: When using CoDiPack as the AD backend, ADAPT registers the variables of interest with the CoDiPack tool at runtime. Because CoDiPack employs operator overloading and template expressions to obtain the partial derivatives, the program must also be converted to use AD_real instead of floating point types. We provide macros to assist with this conversion.

Tapenade: When using Tapenade as the AD backend, the ADAPT API calls are processed during the source-to-source transformation to produce code that calculates the partial derivatives. The transformed program is then executed with a representative input to obtain adjoints of all dynamic instance of the input as well as the intermediate variables in the program.

For both tools, an API callback retrieves the adjoint (the partial derivative) as well as the value of the variable, which is then used in the next step for mixed-precision allocation described in section IV-B.

Usage: We run the ADAPT tool for a given program on a given input with a specified error threshold. ADAPT generates a report of floating-point precision sensitivity for every static assignment statement using the error metric defined in Equation 6. It also generates a mixed-precision configuration using the algorithm described in section IV-B. This configuration is used as a guide by the developer to create mixed-precision version of the program.

V. Evaluation

We evaluate ADAPT on six benchmarks and one proxy application. First we show the application of our approach on the Archimedes despair problem, where we compare the sensitivities of two algorithms to floating-point precision errors and identify problematic regions of the code. Next, we evaluate the capability of ADAPT in identifying variables that can be in lower precision on four different benchmarks for different error thresholds. We also use our approach to construct a floating point precision sensitivity profile for HPCCG, a mini-app in the Mantovico benchmark suite, as well as LULESH, a proxy HPC application. We use these profiles to develop mixed-precision versions of these benchmarks and to evaluate performance gains. We ran all CPU experiments on Quartz, a cluster containing Intel Xeon E5-2695 processors with 2.1 GHz cores and 128 GB of memory per node. We also use Blue Waters supercomputer, a Cray machine at NCSA, for the evaluation of LULESH. We use the XK7 nodes on Blue Waters that include NVIDIA GPUs. We ran each experiment five times and report the average time.
A. Archimedes Despair Problem

In order to demonstrate the capability of ADAPT to identify stability issues in a numerical algorithm, we consider the Archimedes despair problem [26]. The problem describes a method for approximating $\pi$ based on the length of the perimeter of a polygon inscribed in a circle. This method follows the following recurrence: $S_{n+1} = 2^n \sqrt{2(1 - \sqrt{1 - \frac{\epsilon^2}{2^n}})}$ where $\epsilon = S_n / 2^n$. For large $n$, $S_n \to \pi$. However, $\epsilon$ becomes very small and unrepresentable by the choice of floating point precision. The result is an inaccurate evaluation of the inner square root term $(1 - \sqrt{1 - \frac{\epsilon^2}{2^n}}) = \gamma$, leading to an unstable recurrence. Rewriting $\gamma$ by rationalizing yields a recurrence formula that is more accurately evaluated and avoids this instability. Simplifying terms and following [26], this recurrence takes the form: $T_{n+1} = \frac{T_n}{2(1 + \sqrt{1 - T_n})}$ where $T_n = (\frac{S_n}{2^n})^2$.

Figure 3 gives an illustration of both algorithms. Using the adjoint information and the corresponding computed absolute error (see Equation 2) in the variables, the tool correctly flags the intermediate variable $\text{tmp}$ in line 6 of algorithm 1 as the source of instability. This is further highlighted in Figure 4a, where the error metric, $\mathcal{E}$, evaluated on the two algorithms rapidly grows for algorithm 1 compared to algorithm 2. Figure 4b illustrates the behavior of the different algorithms as $S_n \to \pi$. Here, we observe that the more stable algorithm 2 progresses in its approximation of $\pi$, whereas algorithm 1 drops to zero after about 30 steps.

B. Linear Solver with Preconditioner

In this section, we demonstrate the use of our tool to evaluate the behavior of an iterative solver for solving a linear system of equations. We consider a reservoir modeling application characterized by the linear system matrix PORES3 from the University of FloridaSparse Matrix collection [27]. The matrix is real, nonsymmetric, and has a condition number estimate of roughly 1.0e-05. The right-hand-side of the linear system is generated artificially by assuming a solution of all ones. The iterative method we consider is the generalized minimal residual method (GMRES) [28]. The algorithm uses the Arnoldi iteration to compute the minimal residual Krylov subspace vector that approximates the solution to the linear system. In this example, we select the quantity of interest to be the solution error. Therefore, we assume convergence when the error in the solution is reduced below 1.0e-10. We evaluate the behavior of the iterative solver without preconditioning and with (correct) preconditioning. For the case with preconditioning, we use the threshold-based incomplete LU factorization preconditioner (ILUT) [29]. The fill-factor (or memory usage) of the resulting preconditioner is approximately 1.5.

Evaluating the linear solver with ADAPT, we identified regions of the algorithm with the largest error metric. The results are presented in Table I. Here, “Res. Norm” refers to the evaluation of the residual norm during each iteration of the GMRES algorithm; “Modified GS” refers to the modified Gram-Schmidt process within the Arnoldi step to compute the Hessenberg matrix; “Hessenberg update” refers to the transformation of the Hessenberg matrix into upper triangular form by the use of plane rotations; and “Triangular solve” refers to the solution of the upper triangular system to compute the solution of the linear system.

The results indicate that the GMRES algorithm favors the preconditioned linear system compared to the ill-conditioned system, which is well-known in the literature. However, ADAPT is able to identify key components of the algorithm that are sensitive to ill-conditioning. Furthermore, we note that, for this linear system, the preconditioner construction (ILU factorization) and the preconditioner solve operations produced an error metric on the order of 1.0e-15. This result suggests that, while the preconditioner is important to improve the behavior of the iterative solver, the preconditioning operations are less sensitive to numerical accuracy issues and are quite stable for this problem. We note that this result pertains only to this linear system and may be inapplicable to other linear systems. However, this result aligns with the literature in the context of mixed-precision linear solvers, where the preconditioning operations are done in lower precision. For example, half-precision arithmetic is used in [30] to accelerate dense linear solvers.

C. Benchmarks

We evaluate ADAPT on four benchmarks: 1) arclength, 2) simpsons, 3) jetEngine and, 4) carbonGas. arclength and
<table>
<thead>
<tr>
<th>Program</th>
<th># vars</th>
<th>Threshold</th>
<th># vars in lower prec</th>
<th>Actual Error</th>
<th>Estimated Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>arclength</td>
<td>9</td>
<td>1e-12</td>
<td>9</td>
<td>1.7e-13</td>
<td>1.7e-13</td>
</tr>
<tr>
<td>simpsons</td>
<td>10</td>
<td>1e-12</td>
<td>9</td>
<td>4.5e-14</td>
<td>3.7e-14</td>
</tr>
<tr>
<td>jetEngine</td>
<td>28</td>
<td>1e-13</td>
<td>14</td>
<td>2.5e-13</td>
<td>8.4e-14</td>
</tr>
<tr>
<td>carbonGas</td>
<td>15</td>
<td>1e-10</td>
<td>7</td>
<td>1.0e-11</td>
<td>2.8e-11</td>
</tr>
</tbody>
</table>

Table II: Output error estimates and mixed-precision results for benchmarks using ADAPT. Here we show the mixed-precision configuration as well as the output error estimates given by ADAPT for different error threshold values. ADAPT was able to accurately estimate the final output error.

Table I: Error metric for different code regions of an iterative solver. Lower value of metric corresponds to higher stability. Our prediction of higher stability for the preconditioned system agrees with the well-known result in the literature that GMRES algorithm favors the preconditioned linear system.

D. HPCCG

We evaluate our approach on HPCCG, a mini-application from the Mantecho benchmark suite. It is a conjugate gradient benchmark code for a 3D chimney domain with a problem size of 20 \times 30 \times 160. Figure 5 shows a code highlight of the critical sections of the algorithm that need to be evaluated in higher precision as determined by ADAPT. The critical variables associated with these sections are identified as the solution \( x \), residual \( r \), and the matrix-vector product \( Ap \).
by ADAPT provides details at every variable assignment but, because it is not feasible to show the entire code, we show this aggregated metric at the function level.

According to our analysis, the function CalcTimeConstraintsForElems, which pertains to calculation of the time step constraints, can be performed in lower precision. This result is in accordance with our expectation, because the time step variable is merely used to advance the simulation and therefore needs to be accurate only to a few significant digits. The routine CalcElemCharacteristicLength computes the characteristic length of the element, which is later used in CalcTimeConstraintsForElems to update the next time step. As a result, it is not surprising that this operation can also be performed in lower precision.

CalcElemShapeFunctionDerivatives computes the determinant of the element Jacobian matrix, which is then used in CalcElemVelocityGradient to compute the rate of distortion of the element volume. This distortion variable is used as a conditional to switch on artificial viscosity and is not used directly in the computation of other intermediate variables in the code. Note that, because conditional statements are non-differentiable, the AD approach cannot evaluate the impact of conditional variables. We discuss this further in Section VI.

We used the profile as a guide to develop a mixed-precision version for a CUDA implementation of LULESH. The mixed-precision version was within the error threshold specified in [32], which resulted in a speedup of 1.2x.

F. Comparison with Existing Tools

In this section, we compare ADAPT with Precimonious [6] and FPTuner [31]. Precimonious is a search based tool, and FPTuner [31] is a rigorous error analysis method based on symbolic taylor expansion and interval functions. Note that CRAFT [5] is another search based tool that we evaluated. However, CRAFT is not directly comparable with ADAPT because ADAPT analyzes variables while CRAFT analyzes instructions. Moreover, CRAFT searches took significantly longer (e.g., over two minutes for arclength and over three minutes for simpsons, even with 36-way parallelism).

Table IV shows the overhead of Precimonious, FPTuner and ADAPT for some of the benchmarks. FPTuner is applicable to benchmarks written in real-valued expression language. There is no real-valued expression language version of LULESH and HPCCG and it is not trivial to convert them to that form. Since ADAPT supports only C and C++, we use C version of the
In this section, we summarize the capabilities of ADAPT for mixed-precision analysis, discuss the current limitations of our work, and suggest possible directions for future work.

### A. Summary of ADAPT’s Capabilities

ADAPT is able to highlight regions of code that are highly-sensitive to floating-point precision as well as to identify variables and operations that can be converted to lower precision. This profile informed algorithmic choices in the Archimedes despair program by capturing the stability issues of particular operations. The error output estimates of the mixed-precision configuration suggested by ADAPT closely match the real output error and is well within the desired error threshold. ADAPT provides a very detailed view of precision sensitivity at every assignment statement as well as across multiple iterations, enabling us to create mixed-precision configurations that take advantage of inter-iteration behavior. Finally, ADAPT is able to provide insights codes in a scalable fashion, making it feasible to apply it to LULESH, an HPC proxy application, to achieve a 1.2x speedup.

### B. Current Limitations

While ADAPT provides a practical approach with accurate estimates of output error for mixed-precision tuning, there are still several limitations.

**Analysis limited to the input used:** Our approach does not provide guarantees for all possible inputs. ADAPT is a dynamic approach where the precision analysis is done on a particular dataset. Often, application developers have model datasets (e.g., benchmarks) that capture various characteristics of different possible inputs. We can use these representative datasets to provide a mixed-precision configuration for the program in general.

**Control flow divergence:** The branches in a program are not differentiable. Therefore, the analysis provided by ADAPT cannot factor in the potential alteration to the control flow path due to lowering of precision that can result in an erroneous output. To the best of our knowledge, this is still an open problem in AD and beyond the scope of this work. However, we conjecture that a shadow-value tool such as [33] could help identify instances of control flow divergence between two precisions.

**Non-differentiable functions:** Many functions are not differentiable at certain input values. For example, $1/x$ is not differentiable at $x = 0$. In such cases, we could compute the derivative using a small perturbation.

**Memory requirements:** The reverse mode of AD has the advantage that it can compute the adjoints in a constant multiple of the original computation for any number of inputs. To do this, it has to store the relevant intermediate computations (often referred to as a “tape”). Depending on the algorithm and the size of the input problem, storing the tape can be very expensive. Periodic checkpointing could help to mitigate this cost.

**Overhead of type cast:** Mixed precision assignment may result in implicit and explicit cast operations potentially leading to degradation of performance. Therefore, while creating the mixed-precision version of the program, we count the number of casts using Intel’s XED2 library included in the Pin tool. We use a simple cost model similar to the cost function in [10] that
takes into account the number of single and double precision operations as well as the number of casts in order to compare the performance of the transformed program.

VII. Related Work

There have been various efforts to create mixed-precision versions of an application manually both for CPU as well as GPU codes [3, 34, 35, 4, 36]. These works have shown the potential of mixed-precision for performance improvement and energy savings. Manually creating mixed-precision configurations for an application requires extensive knowledge of the numerical behavior of the algorithm and becomes challenging or infeasible for a large programs with multiple modules interacting with each other.

Floating-point error analysis has been studied extensively in literature. Benz et al. [13] presented a dynamic analysis approach for finding accuracy problems, where they store the higher precision computation in a shadow value and report a problem if it differs significantly from the original value. Dynamic analysis has also been used by Lam et al. [37] to detect cancellation errors. Bao et al. [11] and Nathan et al. [12] propose an approach that monitors the application to automatically discover unstable floating-point executions. Several static analysis based rewriting approaches have been proposed to minimize the rounding error [10, 8, 38, 9].

There have also been various static and sound approaches proposed for floating-point source code to provide rigorous bounds on the potential rounding error. Dinechin et al. [39] presented a tool called Gappa based on interval analysis. Magron et al. [40] proposed an optimization technique using semidefinite programming to provide formal rounding error bounds, implemented in their tool called Real2Float. Fluctuat [41] defines several abstract semantics to statically track the error of a floating-point program. Solovyev et al. [7] proposed FPTaylor, which models errors using symbolic Taylor expansion and uses global optimization for rigorous error bounds. FPTuner [31] uses a modified version of symbolic Taylor expansion to study rounding error under generic precision allocation. Darulova et al. [14] combined affine arithmetic with SMT-solving to tune the precision of real-valued expressions in Rosa and Daisy [42, 10]. These tools provide rigorous guarantees of accuracy, often giving very tight bounds on rounding error. However, they generally do not scale well and are targeted towards smaller programs and kernels that can be verified statically.

Algorithmic differentiation has been used to study the effects of rounding errors [43]. Langlois [44] proposed a new method called CENA which used AD to compute a correction term for elementary rounding errors to improve the accuracy. Gaffar et al. [45, 46] has used AD for bit-width optimization for FPGAs. Similarly, Vassiliadis et al. [47] proposed a method that combined interval analysis and algorithmic differentiation for significance analysis. None of these efforts targeted mixed-precision implementations directly, and neither effort attempted to apply their work to HPC workloads.

Other approaches use some form of search-based optimization for mixed-precision configurations. CRAFT [5, 48] detects precision requirements for various program components, providing guidance for building mixed-precision versions of a program. Precimous [6] uses a delta-debugging algorithm to explore mixed-precision configurations. Precimous was further extended in HiFPTuner [49] to use dependence analysis to improve the search algorithm. Graillat et al. [50] proposed a similar approach for tuning, but used discrete stochastic arithmetic (DSA). The main drawback of these approaches is that exploring even a subset of the state space is very time-intensive because the state space to explore is exponential in the number of variables. The search-based algorithms can also get trapped in local minima.

VIII. Conclusion

The primary goal of our work was to provide a scalable approach for mixed-precision analysis on HPC workloads while providing more rigorous guarantees about the selected mixed-precision configuration. We used algorithmic differentiation (AD) to estimate the error in the final output due to lowering the precision of variables. In contrast to the time-intensive search-based approaches used for identifying valid mixed-precision configurations, we used AD to provide floating-point precision sensitivity of programs at a constant multiple of the original computation, irrespective of the number of variables explored. The precision sensitivity profile, which highlights regions of the code that can potentially be converted to lower precision, was used as a guide to study the stability of the algorithm and to develop mixed precision configurations of the program.

We evaluated ADAPT on six benchmarks and a proxy application. We found that ADAPT is able to provide critical information about the floating-point sensitivity of the code. The profile was used to make algorithmic choices, as shown in the case of Archimedes despair problem. It was also used for identifying stability issues and was able to accurately capture the operation causing the instability. ADAPT was also used as a guide to build mixed-precision configurations to achieve performance improvement. The estimates of the output error for a mixed-precision configuration suggested by ADAPT closely matches the real output error well within the desired error threshold. Most importantly, ADAPT is able to provide insights about the floating-point sensitivity of codes in a scalable fashion, making it feasible to apply it to LULESH, an HPC proxy application, to achieve 1.2x speedup.
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APPENDIX A
PROOF OF ANALYSIS ACCURACY

Given a set of inputs $S \subset \mathbb{R}^n$ for some continuously differentiable function $f : \mathbb{R}^n \to \mathbb{R}^m$, the following theorem provides a guarantee on the accuracy of the results produced by ADAPT for a given input $x \in S$.

**Theorem:** Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a continuously differentiable function that takes as input the vector $x \in S$ and produces as output the vector $f(x) \in \mathbb{R}^m$. Let $y$ be a lower precision representation of $x$ such that $||x - y||_1 \leq \epsilon$ where $0 < \epsilon \leq ||x||_1 \times 2^{-p}$ and where $p$ is the number of mantissa bits and $||x||_1 \times 2^{-p}$ is the absolute error bound (see Section III-A). Finally, let $J_f$ denote the Jacobian matrix of $f$, which gives the partial derivatives of the output with respect to the inputs. Then, there exists $L = \sup_{t \in [0,1]} ||J_f||$, such that $||f(x) - f(y)|| \leq L \epsilon$, where $L \epsilon$ is the specified error threshold (TolError in Algorithm 1).

**Proof:** By definition, $f$ is locally Lipschitz and $L$ is the corresponding Lipschitz constant. Define $J_f$ as the $m \times n$ Jacobian matrix of $f$, given by:

$$
\begin{bmatrix}
  \frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
  \vdots & \ddots & \vdots \\
  \frac{\partial f_m}{\partial x_1} & \cdots & \frac{\partial f_m}{\partial x_n}
\end{bmatrix}
$$

where $\frac{\partial f_i}{\partial x_j}$ is the partial derivative of the $i^{th}$ component of the output with respect to the $j^{th}$ component of the input.

For some $y \in \mathbb{R}^n$, define $z(t)$ such that for $x \in S$, $z(t)$ satisfies $z(t) = y + t(x - y)$, $0 \leq t \leq 1$. Clearly, $z(0) = y$ and $z(1) = x$. From the fundamental theorem of calculus and chain rule of differentiation, we have that

$$
f(x) - f(y) = f(z(1)) - f(z(0)) = \int_0^1 f'(y + t(x - y))(x - y)dt = \int_0^1 J_f(x - y)dt
$$

It follows that

$$
||f(x) - f(y)|| = \left|\int_0^1 J_f(x - y)dt\right|
$$

Using the triangle inequality for integrals, we get

$$
||f(x) - f(y)|| \leq \int_0^1 ||J_f(x - y)||dt \leq \sup_{t \in [0,1]} ||J_f|| ||(x - y)|| \int_0^1 dt \leq L ||x - y|| \leq L \epsilon
$$