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System architectures

● Shared memory (uniform global address space)
– Primary story: make faster computers
– Programming paradigm: threads
– Technologies: Pthreads, OpenMP

● Distributed (Non-Uniform Memory Access – NUMA)
– Primary story: add more computers
– Programming paradigm: message passing
– Technologies: MPI (OpenMPI/MPICH), SLURM

Where do we go from here?



  

Hybrid HPC architectures

● Massive parallelism on the node
– Hardware: CPU w/ accelerators

● GPUs or manycore processors

– Technologies: OpenMP, CUDA, OpenACC, OpenCL
● Distributed between massive number of nodes

– Hardware: fast interconnect and distributed FS
– Technologies: MPI, Infiniband, Lustre, HDFS

Summit, Oak Ridge National Lab, USA Fugaku (富岳 ), Riken Center, Japan
Sunway TaihuLight (神威 ·太湖之光 ),

National Supercomputing Center in Wuxi, China



  

Top10 systems (Spring 2016)
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Top10 systems (Spring 2017)
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Top10 systems (Spring 2018)
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Top10 systems (Spring 2019)
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Top10 systems (Spring 2020)
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Top10 systems (Spring 2021)
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Top10 systems (Spring 2022)
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What's next?

● What's even more parallel and/or distributed 
than traditional hybrid systems?



  

Cloud Computing

● Homogenous centralized nodes
– Infrastructure as a Service (IaaS) and Software as as Service (SaaS)
– Hardware: large datacenters with thousands of servers and a high-

speed internet connection
– Software: virtualized OS and custom software (Docker, etc.)



  

Grid Computing

● Heterogenous nodes in disparate physical locations
– Solving problems or performing tasks of interest to a large 

number of diverse groups
– Hardware: different CPUs, GPUs, memory layouts, etc.
– Software: different OSes, Folding@Home, Condor, GIMPs, etc.



  

Novel architectures

● Memory-centric
– Fast memory fabrics w/ in-chip processing
– Example: HPE The Machine

● Neuromorphic
– Specialized, low-power hardware that emulates neural networks
– Example: IBM TrueNorth (4096 cores, 1 million neurons)

● Quantum
– Leverage quantum superposition and entanglement (qubits)
– Example: D-Wave 2000Q (2048 qubits) and IBM QX (5 and 16 qubits)



  

Novel architectures

● Optical
– Use photons instead of electrons for visual AI and pattern recognition
– Example: Optalysis FT:X 2000 (2400 frames per second with a 

2048×1536 resolution)
● Nanosheet transistors

– Promise of 40% performance boost and 75% power reduction over 
traditional transistors

– Samsung working on commercial production

Samuel Greengard. 2020. Can nanosheet transistors keep Moore’s law alive?
Commun. ACM 63, 3 (February 2020), 10–12. DOI:https://doi.org/10.1145/3379493



  

Novel architectures

WHO WON?

WHO’S NEXT?

YOU DECIDE

R&D

HPC



  

 



  

Deep Learning ML

https://www.ibm.com/downloads/cas/W1JQBNJV

https://www.ibm.com/downloads/cas/W1JQBNJV


  

Deep Learning ML

https://www.ibm.com/downloads/cas/W1JQBNJV

https://www.ibm.com/downloads/cas/W1JQBNJV


  

Novel HPC Architectures for AI


	Slide 1
	Slide 2
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22

