CS 470 SLURM/Benchmark Activity
Names:
______________________
______________________
______________________

1. Download the precompiled benchmarks tarball (nas-benchmarks.tar.gz) from the course website. Then, choose one of the following benchmarks:

· BT: Block Tri-diagonal numerical linear system solver (OpenMP only)

· CG: Conjugate Gradient matrix eigenvalue estimator (MPI only)

· EP: Embarrassingly Parallel random number generation (OpenMP and MPI)

· FT: Fast Fourier Transform-based differential equation solver (OpenMP only)

· LU: Lower-Upper Gauss-Seidel numerical linear system solver (OpenMP and MPI)

· MG: Multi-Grid mesh solution to the discrete Poisson problem (OpenMP only)

· UA: Unstructured Adaptive mesh-based heat transfer simulation (OpenMP only)

2. Create a SLURM submission script to run your chosen benchmark. It is recommended that you start with one of the sample scripts on the cluster website.

3. Using the SLURM job submission system, run a series of experiments on your chosen benchmark, varying the number of threads (for OpenMP benchmarks) or nodes (for MPI benchmarks) for each experiment. Use the output of your experiments to fill out the following table:

	Number of threads/nodes
	Time in seconds
	Speedup (Ts/Tp)
	Mop/s total
	Mop/s per thread/process

	1
	
	N/A
	
	

	2
	
	
	
	

	3
	
	
	
	

	4
	
	
	
	

	5 (OpenMP only)
	
	
	
	

	6 (OpenMP only)
	
	
	
	

	7 (OpenMP only)
	
	
	
	

	8 (OpenMP only)
	
	
	
	


4. Create graph(s) of this data with thread/node count on the x-axis and the other data on the y-axis.

5. How well does your chosen benchmark scale? Use the data and/or graphs to support your argument.

6. Submit this document as a PDF on Canvas by Friday at midnight. If you worked in groups, each person should submit a copy of the document; the names listed at the top must match for every submission from your group.
