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System architectures

● Shared memory
– Primary goal: make faster computers
– Programming paradigm: threads
– Technologies: Pthreads, OpenMP, CUDA

● Distributed memory
– Primary goal: add more computers
– Programming paradigm: message passing
– Technologies: MPI, SLURM

Where do we go from here?



  

Hybrid HPC architectures

● Massive parallelism on the node
– Hardware: CPU w/ accelerators

● GPUs or manycore processors

– Technologies: OpenMP, CUDA, OpenACC, OpenCL
● Distributed between massive number of nodes

– Hardware: fast interconnect and distributed FS
– Technologies: MPI, Infiniband, Lustre, HDFS

Summit, Oak Ridge National Lab, USA Fugaku (富岳 ), Riken Center, Japan
Sunway TaihuLight (神威 ·太湖之光 ),

National Supercomputing Center in Wuxi, China



  

Top10 systems (Spring 2016)
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Top10 systems (Spring 2017)
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Top10 systems (Spring 2018)
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Top10 systems (Spring 2019)
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Top10 systems (Spring 2021)
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Top10 systems (Spring 2022)
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What's next?

● What's even more parallel and/or distributed 
than these hybrid systems?



  

Grid computing

● Heterogenous nodes in disparate physical locations
– Solving problems or performing tasks of interest to a large 

number of diverse groups
– Hardware: different CPUs, GPUs, memory layouts, etc.
– Software: different OSes, Folding@Home, Condor, GIMPs, etc.



  

Cloud computing

● Homogenous centralized nodes
– Infrastructure as a Service (IaaS) and Software as as Service (SaaS)
– Hardware: large data centers with thousands of servers and a high-

speed internet connection
– Software: virtualized OS and custom software (Docker, etc.)



  

Cloud computing

● Surprise #3 ranked result in Top500 list revealed at 
SC23 in November 2023
– Intel Xeon Platinum 8480C CPUs and Nvidia H100 GPUs
– 1.1M cores total, sustaining 561 petaflops on HPL
– Infiniband interconnect w/ direct GPU-to-GPU links 

https://thenewstack.io/sc500-microsoft-now-has-the-third-fastest-computer-in-the-world/
https://www.servethehome.com/microsoft-azure-eagle-is-a-paradigm-shifting-cloud-supercomputer-nvidia-intel/



  

Dulles Technology Corridor

● Business cluster in Northern Virginia
– Ashburn to Tysons Corner, along VA 7 and VA 267
– In 2009, over 50% of all US-based Internet traffic was routed through 

data centers in this region
– Home of AWS “US East” region, hosting ~70% of AWS IP addresses
– https://www.datacentermap.com/usa/virginia/

https://en.wikipedia.org/wiki/Dulles_Technology_Corridor
https://www.governing.com/infrastructure/the-data-center-capital-of-the-world-is-in-virginia

https://www.datacentermap.com/usa/virginia/


  

What's next?

● What's on the horizon?



  

Novel technologies

● Chiplet: small integrated circuit
– Optimized for a specific functional purpose
– Combined with other chiplets in a single multi-chip module
– Easier to replace faulty chips during manufacturing

https://en.wikipedia.org/wiki/Chiplet
https://www.eetimes.com/chiplets-a-short-history/

https://semiengineering.com/knowledge_centers/packaging/advanced-packaging/chiplets/



  

Novel technologies

● Optical
– Use photon waves instead of electrons for visual AI, pattern recognition, 

and cryptography (recent emphasis on fully-homomorphic encryption)
– Example: Optalysis Enable etile

● Nanosheet transistors
– Vertical stacking technology that promises 40% performance boost and 

75% power reduction over traditional transistors
– Samsung working on commercial production

Samuel Greengard. 2020. Can nanosheet transistors keep Moore’s law alive?
Commun. ACM 63, 3 (February 2020), 10–12. DOI:https://doi.org/10.1145/3379493

Optalysis Etile



  

Novel architectures

● Memory-centric
– Fast memory fabrics w/ in-chip processing
– Example: HPE The Machine (announced in 2014)

● Quantum
– Leverage quantum superposition and entanglement (qubits)
– Example: D-Wave 2000Q (2048 qubits) and IBM QX (5 and 16 qubits)

● Neuromorphic
– Specialized, low-power hardware that emulates neural networks
– Example: IBM TrueNorth released in 2014 (4096 cores, 1 million neurons)



  

Quantum computing

● IBM Quantum System Two
– Three 133-qbit Heron processors
– Similar capabilities available on IBM Cloud for free (10 

minutes per month) or $1.60/second

https://www.youtube.com/watch?v=Qndz54SGCAs

# Create a new circuit with two qubits
qc = QuantumCircuit(2)
 
# Add a Hadamard gate to qubit 0
qc.h(0)
 
# Perform a controlled-X gate on qubit 1,
# controlled by qubit 0
qc.cx(0, 1)



  

Neuromorphic computing 

● April 2024: Intel Hala Point (Sandia)



  

 



  

Deep Learning ML

https://www.ibm.com/downloads/cas/W1JQBNJV

https://www.ibm.com/downloads/cas/W1JQBNJV


  

Deep Learning ML

https://www.ibm.com/downloads/cas/W1JQBNJV

https://www.ibm.com/downloads/cas/W1JQBNJV


  

Novel HPC Architectures for AI



  

Top10 systems (Spring 2024)

Microsoft

NVIDIA



  

The Future™

WHO WON?

WHO’S NEXT?

YOU DECIDE

R&D

HPC
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