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Word Embeddings

https://home.ttic.edu/~kgimpel/wordembviz/wordembviz.html

Pennington, J., Socher, R., & Manning, C. D. (2014). Glove: 
Global vectors for word representation. In Proceedings of the 
2014 conference on empirical methods in natural language 
processing (EMNLP)
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Backpropagation in RNN’s
● We can still do backpropagation by unrolling the 

network in time:

y1 y2 y3 y4

x1 x2 x3 x4

walk          by             the        river

bank



  

Translation: Encoder/Decoder Models

● Original encoder/decoder architecture:

I. Sutskever, O. Vinyals, and Q. V. Le, Sequence to Sequence Learning with Neural 
Networks, in Advances in Neural Information Processing Systems 27, 2014, pp. 3104–
3112. 
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Attention

Bahdanau, D., Cho, K. H., & Bengio, Y. (2015, January). Neural machine translation by 
jointly learning to align and translate. In 3rd International Conference on Learning 
Representations, ICLR 2015.

Decoder

Encoder
(Bi-directional 
LSTM)

Decoder receives 
weighted sum of 
all annotations

Weights are 
calculated using 
“softmax” over 
the output of an 
alignment model

Alignment model 
is a simple 
feedforward 
network



  

Attention: Alignment Example

Bahdanau, D., Cho, K. H., & Bengio, Y. (2015, January). Neural machine translation by 
jointly learning to align and translate. In 3rd International Conference on Learning 
Representations, ICLR 2015.

● English to French 
translation

● Each “pixel” shows the 
corresponding αij 
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